10 Quantitative Research Design

The material of this and the next two chapters is often seen as daunting and formidable by students, especially those with little or no mathematics and/or statistics background.  My task as a teacher, however, is to show that quantitative research rests on a set of logical ideas, and that there are several key concepts, which I think it is essential for all researchers to understand, including those who do not do (and do not intend to do) quantitative studies.  Thus in these three chapters, perhaps more than anywhere else in the book, I stress logic and understanding of the ideas behind quantitative research, rather than teaching the techniques themselves.  

The three part definition of quantitative research (p.211) is self explanatory, and a good way of introducing this material.  It also leads logically to the idea of two main ways of studying relationships between variables – by comparing groups, and by relating variables.  It is a matter of judgement as to how much time to spend on this particular idea, but as a minimum, students need to understand that, for example, comparing boys versus girls with respect to achievement is conceptually the same as studying the relationship between gender and achievement.

It is essential to understand independent, dependent and control variables.  The first two terms go back to Chapter 5.  The term ‘control variable’ is much used, and often poorly understood.  The essential idea is to remove the effects of a variable.  Operationally, this is done by not letting it vary (thus controlling it physically through sampling or partitioning) or by removing its variance (thus controlling it statistically).

The logic of the ‘true’ experiment is also essential, even though it is seldom attainable.  This applies especially to the concept of ‘random assignment to treatment groups’.  In my teaching, I aim to show why this is the ideal, and logically what it means. I aim to show also why the experiment is the best basis we have for establishing cause-effect relationships.  Students need to understand its logic, because that logic informs and permeates other designs.

Quasi-experimental designs (section 10.5)
The two central concepts here are:

· naturally occurring treatment groups, and 

· the differential exposure of treatment groups to the independent variable

Statistical control of covariates – I see the sentences at the top of p.222 as key here.  This is one of the ideas students often find daunting.  However, I believe they should be able to see the logic of controlling covariates – the need for it, and logically, how it is done – without the formulas and equations which make it work.  They can come later for those who want to go further with quantitative methods.

Correlational survey (section 10.6)
 I take class time to explain this term, why I use it, and how it differs from simple descriptive surveys.  I stress that this type of survey needs a conceptual map behind it, showing the variables and their conceptual status in relation to each other.  I also stress the importance of being able to draw a diagram of this map.

Variance and accounting for variance (section 10.7)
These are two absolutely central concepts in the logic of empirical research.  (Interestingly, both concepts have relevance for qualitative research – see, for example, Glaser, Miles and Huberman.)  I believe all research students should understand the thinking behind these concepts.  My aim is to show that these are not strange or esoteric ideas, but very familiar ones.  Too often in quantitative research training, the familiar common-sense ideas on which quantitative research is based are lost behind the more technical features such as equations and formulas.  The central idea in variance is difference (easily demonstrated using differences between people with respect to any characteristic).  The central idea in accounting for variance is explaining (I prefer accounting for) these differences – how does it come about that people differ with respect to the characteristic in question?  Thus a central strategy for all of empirical research is to find out how things (or people, or schools, etc.) differ with respect to some dependent variable, and then account for those differences.  We account for differences by finding independent variables to which they are related. 

Multiple linear regression (MLR) (section 10.8)
This technique fits very well with the research strategy of accounting for variance.  As always, I want students to understand:

· in logical terms, what MLR is

· what we can learn using MLR

· when and how we can use it in research – in particular, how to design studies using the MLR framework

Examples of MLR studies:

http://aer.sagepub.com/cgi/content/abstract/45/4/1155
http://aer.sagepub.com/cgi/content/abstract/45/2/365
http://aer.sagepub.com/cgi/content/abstract/44/3/559
http://aer.sagepub.com/cgi/content/abstract/44/3/631
http://aer.sagepub.com/cgi/content/abstract/44/2/340
http://aer.sagepub.com/cgi/content/abstract/44/1/161
http://jcd.sagepub.com/cgi/content/abstract/35/1/23
http://jcd.sagepub.com/cgi/content/abstract/34/4/423
http://jcd.sagepub.com/cgi/content/abstract/34/3/218
http://jcd.sagepub.com/cgi/content/abstract/34/2/127
http://jcd.sagepub.com/cgi/content/abstract/34/2/149
http://jcd.sagepub.com/cgi/content/abstract/34/2/192
http://jcd.sagepub.com/cgi/content/abstract/34/1/79
http://jcd.sagepub.com/cgi/content/abstract/33/4/316
http://jcd.sagepub.com/cgi/content/abstract/33/4/376
http://jcd.sagepub.com/cgi/content/abstract/33/3/183
http://jcd.sagepub.com/cgi/content/abstract/33/3/269
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